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I. INTRODUCTION  

Impulsive delay differential equations have attracted many researchers’ attention due to their wide 
applications in many fields such as control technology, drug administration and threshold theory in 

biology etc. [4-6, 7]. In recent years, impulsive differential systems have been researched intensively 
there is enough work is done in the qualitative theory of functional differential equations. However, 
there is not much has been done in the field of impulsive functional differential equations. So by using 

Lyapunov functions and Razumikhin techniques, some criterion on Razumikhin type theorems on 
stability is obtained for a class of impulsive functional differential equations with finite delays.  

Also time delay exists in various fields in our society; due to this reason the systems with time delay 
have received major attention in recent years. Because of this reason the systems with infinite delay 
deserve study because they portray a type of system existing in the real world [1-3,8] .In this paper, 

we consider impulsive infinite delay differential equations, by using Lyapunov functions and the 
Razumikhin technique, we obtain some results. The obtained results improve and complement some 

recent work.  

This paper is organized as follows. In Section II, we introduce some basic definitions and 
notations. In Section III, we get some criteria for stability of impulsive differential equations with finite 

or infinite delay. 

II. PRELIMINARIES  

Consider the impulsive functional differential system 
 

                𝑥 ′(𝑡) = 𝑓(𝑡,𝑥𝑡),                                                  𝑡 ≠ 𝑡𝑘 , 𝑡 ≥ 𝑡0 

                𝒙(𝒕𝒌) = 𝒙(𝒕𝒌
−) + 𝑰𝒌(𝒙(𝒕𝒌

−)),                            𝒌 ∈ 𝑵                                   (1)  
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                𝒙𝝈 = 𝝍(𝒔),                                                          Where 𝒔 ∈ [𝜶,𝟎] 

 

Where 𝝈 ≥ 𝒕𝟎 ≥ 𝟎,𝒙 ∈ 𝑹𝒏  and ≥ 𝒕𝟎 > 𝟎 > 𝜶 ≥ −∞ .𝒇: [𝟎, ∞) × 𝑪 → 𝑹𝒏, where C is an open set in 

PC([𝜶, 𝟎],𝑹𝒏)  where PC([𝜶, 𝟎],𝑹𝒏)  ={𝝍 ∶ [ 𝜶,𝟎] → 𝑹𝒏  is continuous everywhere except at a finite 

number of points 𝒕𝒌 ; at which 𝝍(𝒕𝒌
+),𝝍(𝒕𝒌

−)  exist and 𝝍(𝒕𝒌
+) = 𝝍(𝒕𝒌)  ,the impulse times 𝒕𝒌  satisfy 

𝟎 ≤ 𝒕𝟎 < 𝒕𝟏 < ⋯ ⋯ < 𝒕𝒌 → ∞  as k → ∞ ,  𝒔𝒖𝒑𝒌∈𝒁+
{𝒕𝒌 − 𝒕𝒌−𝟏} < ∞  and 𝒙′  denotes the right-hand 

derivative of x,  𝝍  ∈  C;. For each t  ≥ 𝒕𝟎 ,𝒙𝒕 ∈ 𝑪 is defined by 𝒙𝒕(𝒔) = 𝒙(𝒕 + 𝒔), 𝒔 ∈ [𝜶,𝟎] . Define 

PCB(t)={  𝒙𝒕 ∈ 𝑪: 𝒙𝒕  is bounded}.For 𝝍 ∈ 𝑷𝑪𝑩(𝒕)  the norm of 𝝍 is defined by  ‖𝝍‖ =

𝒔𝒖𝒑𝜶≤𝜽≤𝟎|𝝍(𝜽)|.  

𝑲 = {𝒂 ∈ 𝑪(𝑹+ , 𝐑+)|𝒂(𝟎) = 𝟎 𝐚𝐧𝐝 𝒂(𝒔) > 𝟎 𝐟𝐨𝐫 𝒔 > 𝟎 𝐚𝐧𝐝 𝐚 𝐢𝐬 𝐬𝐭𝐫𝐢𝐜𝐭𝐥𝐲 𝐢𝐧𝐜𝐫𝐞𝐚𝐬𝐢𝐧𝐠 𝐢𝐧 𝐬}             

Lemma1: The initial problem (1) have a unique solution 𝒙(𝒕) = 𝒙(𝒕,𝝈, 𝝍)  if the following hypotheses 

hold: 

(i)f:[  𝒕𝒌−𝟏 , 𝒕𝒌) × 𝑪 → 𝑹𝒏, 𝒌 ∈ 𝒁+  is continuous and for all k ∈ 𝒁+  and for any 𝝍 ∈ 𝑪 ,the limit 

𝒍𝒊𝒎(𝒕,𝒙)→(𝒕𝒌
− ,𝝍)𝒇(𝒕,𝒙) = 𝒇(𝒕𝒌

− , 𝝍) exists. 

(ii)𝒇(𝒕,𝝍) is Lipschitzian in 𝝍 in each compact set in C. 

(iii)  𝑰𝒌(𝒕,𝒙): [𝒕𝟎 ,∞) × 𝑹𝒏 → 𝑹𝒏  is continuous and for any 𝝆 > 𝟎 ,there exists a 𝝆𝟏𝝐(𝟎,𝝆)  such that 

x ∈ 𝝆𝟏 implies that 𝒙 + 𝑰𝒌(𝒕𝒌,𝒙) ∈ 𝑺(𝝆) = {𝒙: |𝒙| < 𝝆,𝒙𝝐𝑹𝒏}. 

(iv)For any 𝝍 ∈ 𝑪, 𝒇(𝒕,𝝍(. )) ∈ 𝑷𝑪([𝒕𝟎,∞),𝑹𝒏 ). 

Furthermore we assume that f (t,0)=0, 𝑰𝒌(𝒕𝒌,𝟎) = 𝟎, k ∈ 𝒁+;then x(𝒕) ≡ 𝟎  is a solution of (1),which 

is called the zero solution. Moreover, we will only consider the solution 𝒙(𝒕,𝝈,𝝍)  of the system (1) 

which can be continued to ∞ from the right of 𝝈. 

Definition 1: The function V : [𝛼, ∞) × C → R+ is said to belong to the class 𝜈0  if we have the 

following. 

1)V is continuous in each of the sets  [𝑡𝑘−1 , 𝑡𝑘) ×C ,and  𝑙𝑖𝑚(𝑡,𝑤)→(𝑡𝑘
−,𝑥)V (t, w) = V (𝑡𝑘

− , x) exists. 

2) V (t, x) is locally Lipschitzian in x and V (t, 0) ≡ 0. 

Definition 2: Given a function V : R+ × 𝑅𝑛 → R+, the upper right-hand derivative of V with respect to 

system (i) is defined by 𝐷+V (t, x(t)) = lim sup𝛿→0+  
1

𝛿
 [V (t+δ,x( t+δ ))−V(t,x(t))] . 

Definition 3:A zero solution of system(1) is exponentially stable if, for any initial data 𝑥𝑡0
= 𝜓 ,there 

exist constants 𝜇 > 0,M≥ 0 such that 

|𝑥(𝑡, 𝑡0, 𝜓)| ≤ 𝑀|𝜓|𝑒−𝜇(𝑡−𝑡0) , 𝑡 ≥ 𝑡0 
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III. MAIN RESULTS  

In this section, we shall present and prove our main results. Our results complement and improve some 

of the existing results in literature. 

 

Theorem 1: The trivial solution of (1) is exponentially stable if there exist functions 𝑤1, 𝑤2 ∈ 𝐾, 𝑐 ∈

𝐶(𝑅+ , 𝑅+),𝑝 ∈ 𝑃𝐶(𝑅+ , 𝑅+),𝑉(𝑡, 𝑥) ∈ 𝑣0  and some constants q>1,𝜆 > 0, 𝛽𝑘 ≥ 0, 𝑘 ∈ 𝑍+  s.t. 

(i)𝑤1(|𝑥|) ≤ 𝑉(𝑡, 𝑥) ≤ 𝑤2(|𝑥|), (𝑡, 𝑥) ∈ [𝑡0 + 𝛼,∞)× Rn  

(ii)for all (𝑡𝑘 , 𝜑) ∈ 𝑅+ ×PC([ 𝛼 ,0],  𝑅𝑛 ), 𝑉(𝑡𝑘 , 𝑥(𝑡𝑘
−) + 𝐼𝑘(𝑥(𝑡𝑘

−))) ≤ (1 + 𝛽𝑘)𝑉(𝑡𝑘
− ,𝑥(𝑡𝑘

−)),  with 

∑ 𝛽𝑘
∞
𝑘 =1 <∞. 

(iii)for any 𝜎 ≥ 𝑡0 and 𝜑 ∈ PC([ 𝛼 ,0],  𝑅𝑛 ),if 𝑉(𝑡, 𝜑(0)) ≥ 𝑉(𝑡 + 𝑠, 𝜑(𝑠))𝑒− ∫ 𝑚(𝑠)𝑑𝑠
𝑡

𝑡+𝛼  for 

s ∈ [ 𝛼 ,0], 𝑡 ≠ 𝑡𝑘  and m(t)  ∈ PC( [𝑡0 + 𝛼, ∞) × 𝑅+ ) and 𝑖𝑛𝑓𝑡≥𝑡0+𝛼 𝑚(𝑡) ≥ 𝜆  then 𝐷+𝑉(𝑡, 𝜑(0) ≤

−𝑚(𝑡)𝑉(𝑡, 𝜑(0)). 

 

Proof: Let 𝑥(𝑡) = 𝑥(𝑡, 𝑡0, 𝜓) be the solution of the system (1) and V(t)=V(t,x(t)). 

We shall show that V(t)≤ 𝑤2 ∏ (1 + 𝛽𝑖)
𝑘 −1
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡

𝑡0 , 𝑡 ∈ (𝑡𝑘 , 𝑡𝑘−1), 𝑘 ∈ 𝑍+ 

where 𝛽0 = 0.Let 

 

             V(t)- 𝑤2 ∏ (1 + 𝛽𝑖)
𝑘−1
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡

𝑡0 ,                                      𝑡 ∈ (𝑡𝑘 , 𝑡𝑘−1),𝑘 ∈ 𝑍+ 

Q(t)= 

            V(t)- 𝑤2|𝜓|𝑒
− ∫ 𝑚(𝑠)𝑑𝑠

𝑡
𝑡0 ,                                                                   𝑡 ∈ (𝑡0 + 𝛼, 𝑡0). 

 

We need to show that Q(t) ≤ 0 , ∀𝑡 ≤ 0.It is clear that Q(t) ≤ 0 for 𝑡 ∈ [𝑡 + 𝛼, 𝑡0). Since Q(t) ≤ v(t)-

 𝑤2|𝜓|  ≤ 0 by condition (i). 

Take k=1.We shall show that Q(t)  ≤ 0 for all  𝑡 ∈ [𝑡0 , 𝑡1).In order to do this we can let 𝛾 > 0  be 

arbitrary and show that Q(t) ≤ 𝛾 for 𝑡 ∈ [𝑡0, 𝑡1). 

Suppose not, then there exist some 𝑡 ∈ [𝑡0, 𝑡1)  so that Q(t)> 𝛾.Let 𝑡 ∗ = inf {𝑡 ∈ [𝑡0, 𝑡1): 𝑄(𝑡) >  𝛾} . 

Since Q(t)  ≤ 0 < 𝛾  for  𝑡 ∈ [𝑡0 + 𝛼, 𝑡0] ,we know that 𝑡∗ ∈(𝑡0, 𝑡1) .Note that Q(t) is continuous on 

[𝑡0 , 𝑡1),then Q(𝑡∗) = 𝛾  and Q(t) ≤ 𝛾 for t ∈ [𝑡 + 𝛼, 𝑡∗ ]. 

Notice 𝑉(𝑡∗) = 𝑄(𝑡∗) + 𝑤2|𝜓|𝑒
− ∫ 𝑚(𝑠)𝑑𝑠

𝑡∗

𝑡0  and for s∈ [𝛼, 0],we have 

     𝑉(𝑡∗ + 𝑠) = 𝑄(𝑡∗ + 𝑠) + 𝑤2|𝜓|𝑒
− ∫ 𝑚(𝑠)𝑑𝑠

𝑡∗+𝑠
𝑡0   
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                      ≤ 𝛾 + 𝑤2 |𝜓|𝑒
− ∫ 𝑚(𝑠)𝑑𝑠

𝑡∗+𝛼
𝑡0  

                      ≤ (𝛾 + 𝑤2 |𝜓|𝑒
− ∫ 𝑚(𝑠)𝑑𝑠

𝑡∗

𝑡0 ) 𝑒−∫ 𝑚(𝑠)𝑑𝑠
𝑡∗+𝛼

𝑡∗  

                      =V(𝑡∗ )𝑒∫ 𝑚(𝑠)𝑑𝑠
𝑡∗

𝑡∗+𝛼  

 

So by condition (iii),we have 𝐷+𝑉(𝑡∗) ≤ −𝑚(𝑡∗ )𝑉(𝑡∗),then we have  

𝐷+𝑄(𝑡∗) = 𝐷+𝑉(𝑡∗ ) + 𝑚(𝑡∗)𝑤2|𝜓|𝑒
− ∫ 𝑚(𝑠)𝑑𝑠

𝑡∗

𝑡0   

              ≤ 𝑚(𝑡∗)(𝑉(𝑡∗) − 𝑤2|𝜓|𝑒
− ∫ 𝑚(𝑠)𝑑𝑠

𝑡∗

𝑡0  ) 

               =−𝑚(𝑡∗)𝛾 < 0 

Which contradicts the definition of 𝑡∗,so we get Q(t) ≤ 𝛾 for all t∈ [𝑡0, 𝑡1).Let 𝛾 → 0+.we have Q(t) ≤

0 for t∈ [𝑡0, 𝑡1). 

Now assume that Q(t) ≤ 0 for t∈[𝑡0, 𝑡𝑚 ),𝑚 ≥ 1.We shall show that Q(t) ≤ 0 for t∈ [𝑡0, 𝑡𝑚+1). 

By condition (ii) we have  

Q(𝑡𝑚) = 𝑉(𝑡𝑚 ) −  𝑤2 ∏ (1 + 𝛽𝑖)
𝑚
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡𝑚

𝑡0  

           ≤ (1 + 𝛽𝑚)𝑉(𝑡𝑚
− ) − 𝑤2 ∏ (1 + 𝛽𝑖)𝑚

𝑖=0 |𝜓|𝑒
− ∫ 𝑚(𝑠)𝑑𝑠

𝑡𝑚
𝑡0  

          =(1+𝛽𝑚 )𝑄(𝑡𝑚
− ) ≤ 0. 

Let 𝛾 > 0  be arbitrary, we need to show that Q(t)  ≤ 𝛾  for t ∈ (𝑡𝑚, 𝑡𝑚+1 ). Suppose not,let 𝑡∗ =

inf{𝑡 ∈ [𝑡𝑚, 𝑡𝑚+1): 𝑄(𝑡) > 𝛾}. Since Q( 𝑡𝑚) ≤ 0 < 𝛾 ,by the continuity of Q(t),we get 𝑡∗ >

𝑡𝑚 ,𝑄(𝑡∗) = 𝛾 and Q(t) ≤ 𝛾 for t∈ [𝑡0, 𝑡∗ ]. 

Since V(𝑡 ∗) = 𝑄(𝑡∗) + 𝑤2 ∏ (1 + 𝛽𝑖)
𝑚
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡∗

𝑡0 ,then for any s∈ [𝛼, 0],we have 

V(𝑡∗ + 𝑠) ≤ 𝑄(𝑡∗) + 𝑤2 ∏ (1 + 𝛽𝑖)
𝑚
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡∗+𝑠

𝑡0  

                ≤ 𝛾 + 𝑤2 ∏ (1 + 𝛽𝑖)
𝑚
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡∗+𝛼

𝑡0  

               ≤ ( 𝛾 + 𝑤2 ∏ (1 + 𝛽𝑖)
𝑚
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡∗

𝑡0 )𝑒−∫ 𝑚(𝑠)𝑑𝑠
𝑡∗+𝛼

𝑡∗  

              =V(𝑡∗ )𝑒∫ 𝑚(𝑠)𝑑𝑠
𝑡∗

𝑡∗+𝛼  

Thus by condition (iii),we have 𝐷+𝑉(𝑡∗ ) ≤ −𝑚(𝑡∗ )𝑉(𝑡∗),and then we have  

𝐷+𝑄(𝑡∗) = 𝐷+𝑉(𝑡∗ ) + 𝑚(𝑡∗)𝑤2 ∏ (1 + 𝛽𝑖)
𝑚
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡∗

𝑡0   

              ≤ −𝑚(𝑡∗)(𝑉(𝑡∗) − 𝑤2 ∏ (1 + 𝛽𝑖)
𝑚
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡∗

𝑡0 ) 

              ≤ −𝑚(𝑡∗)𝛾 < 0 
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Again this contradicts the definition of 𝑡∗ ,which implies Q(t) ≤ 𝛾  for all t∈ [𝑡𝑚, 𝑡𝑚+1).  Let 𝛾 → 0+ .we 

have Q(t) ≤ 0 for  all t∈ [𝑡𝑚, 𝑡𝑚+1 ).Thus by the method of induction,we get 

V(t) ≤ 𝑤2 ∏ (1 + 𝛽𝑖)
𝑘−1
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡

𝑡0 ,t∈ [𝑡𝑘−1, 𝑡𝑘), 𝑘 ∈ 𝑍+. 

By condition (i)-(iii),we have 

𝑤1|𝑥| ≤ 𝑉(𝑡) ≤ 𝑤2 ∏ (1 + 𝛽𝑖)𝑘−1
𝑖=0 |𝜓|𝑒

− ∫ 𝑚(𝑠)𝑑𝑠
𝑡

𝑡0 ≤ 𝑤2𝑀|𝜓|𝑒−𝜆(𝑡−𝑡0) , 𝑡 ≥ 𝑡0, 

which yields 

|𝑥| ≤ (
𝑤2𝑀

𝑤1
)|𝜓| 𝑒−𝜆(𝑡−𝑡0), 𝑡 ≥ 𝑡0 

Where M=∏ (1 + 𝛽𝑖) < ∞∞
𝑖=0  ,Since ∑ 𝛽𝑘 < ∞∞

𝑘 =1 .Thus the proof is complete. 

 

Theorem 2:Assume that hypotheses(i)-(iv) are satisfied and there exist a function V∈ 𝑣0  and constants 

𝛿 > 1, 𝑤1 > 0,𝑤2 > 0 and 𝜏 ≤
ln 𝛿

𝛼
 such that: 

(i)𝑤1(|𝑥|) ≤ 𝑉(𝑡, 𝑥) ≤ 𝑤2(|𝑥|) 

(ii)For all 𝑡 ≠ 𝑡𝑘  𝑖𝑛 𝑅+whenever  𝛿𝑉(𝑡,𝜑(0) ≥ 𝑉(𝑡 + 𝑠, 𝜑(𝑠) for 𝑠 ∈ [𝛼,0],    𝐷+𝑉(𝑡,𝜑(0) ≤

−𝜏𝑉(𝑡, 𝜑(0)) 

(iii) (𝑉(𝑡𝑘 , 𝜑(0) + 𝐼𝑘(𝑡𝑘 , 𝜑) ≤ 𝜔𝑘 (𝑉(𝑡𝑘
− , 𝜑(0))) 𝑤ℎ𝑒𝑟𝑒 𝜑(0−) = 𝜑(0), and 𝜑𝑘(𝑠),  is continuous 

0 ≤ 𝜔𝑘(𝑟𝑠) ≤ 𝑟𝜔𝑘(𝑠)  holds for any r ≥ 0 and s ≥ 0 ,and  there exist Υ ≥ 1  such that 

𝜔𝑘(
𝜔𝑘−1(…(𝜔1(𝑠)… ))

𝑠
≤  Υ.  s>0, 𝑘 ∈ 𝑍+ . 

Then the trivial solution of system (1) is exponentially stable. 

 

Proof. By the same process as in the proof of Theorem 1.we can prove that zero solution of system (1) 

is exponentially stable. 
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