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Abstract: The search for vaccines against the COVID-19 pandemic has been the most important action 

against this disaster. However, the prevention has a crucial role, also, and nowadays there is a lack of 

simple and reliable devices providing an early warning when it is suspected that there may be someone 

positive for the COVID-19 virus, especially in a closed environment. The aim of this paper is to 

describe the design of such a device. Screening by temperature measurement is not a very reliable 

practice because fever is not always associated with COVID-19 infection. Therefore, the assumed 

biomarker is the cough. In fact, the device can reliably distinguish among the COVID and the non-

COVID cough. It is designed using a properly developed artificial intelligence algorithm on the “edge 

impulse” platform by using the TinyML model and is deployed in microcontroller-based Embedded 

Systems and in an Android smartphone.  

Keywords: Artificial Intelligence, Biological sounds, COVID-19, Digital Signal Processing, 

Embedded Systems, Smart Medical Devices. 

I. INTRODUCTION 

The COVID-19 is a well-known respiratory infection caused by severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2). The disease has already infected millions of humans across the globe, 

has had a high fatality rate and, therefore, it has been also immediately demonstrated a challenge for 

the scientific community. One of the most interesting challenges is the prevention of contagions thanks 

to prompt diagnosis performed with reliable, consumer and low-cost devices. To this aim a very 

promising method is the recognition of the cough due to COVID-19 infection [1].  In fact, audio signals 

generated by the human body are used in diagnosis and monitoring of many diseases and recently 

scientists have started exploring how respiratory sounds, especially coughs, from patients tested 

positive for COVID-19 differ from sounds from healthy people [2 – 5].  

Due to the ease of measurement, a temperature scan is currently the predominant massive screening 

method for COVID-19. However, between cough and fever, the number of non-COVID-19 medical 

conditions that can cause fever are much larger than the non-COVID-19 conditions that can cause 

cough. It has been also demonstrated that cough contains COVID-19 specific features even if it is non-

spontaneous, i.e., when a COVID-19 patient is asked to cough [4]. This means cough can be used as a 

pre-screening method by asking the subject to simulate cough. Also, the author in a recent paper [1] 

has shown that there are technologies using AI (Artificial Intelligence) algorithms, which could help 

to perform a reliable diagnosis of the COVID-19 infection as well as of other respiratory and cardiac 

pathologies by analyzing cardiac sounds, respiratory sounds but also the sound of coughing and speech 

[2-21].  

Particularly, it is possible to classify a pathological condition based on a cough sound because of the 

physical structure of the respiratory system gets altered with respiratory infections [21]. 
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For examples, the authors in [2] presented an algorithm for automated diagnosis of pertussis using 

audio signals by analyzing cough and whoop sounds. Several other recent studies have attempted to 

identify by the cough sound chronic obstructive pulmonary disease, caused primarily due to smoking 

[22], and tuberculosis, disease usually caused by mycobacterium tuberculosis bacteria that affects the 

lungs [23]. In addition, for respiratory disorders like asthma and pneumonia, algorithms based on 

cough sounds recorded using a smartphone demonstrates a high level of accuracy [24]. Therefore, 

because of the cough is a symptom of several diseases, the diagnosis of a COVID-19 infection by 

cough alone is an extremely challenging multidisciplinary problem to address by investigating the 

distinctness of pathomorphological alterations in the respiratory system induced by COVID-19 and, 

therefore, suitably to be solved by using AI methods. For this reason, the research initiatives from 

University of Cambridge [25], Carnegie Mellon University [26], Wadhwani AI institute [27] and a 

project from EPFL [28] have already been launched. Also, in a recent work [4] the authors suggest a 

good accuracy for cough-based detection of COVID-19 using a preliminary investigation with a small 

number of subjects. Worth of notice is also the COSWARA project aiming at the same objectives [20]. 

In summary, using cough for the diagnosis of COVID-19 by using the AI, is due to the following key 

findings: 

1) cough from different respiratory syndromes have distinct latent features [2, 29-35] that can be 

extracted by appropriate signal processing of the cough sounds. This is because of the 

pathomorphological alterations in the respiratory system are different from one respiratory disease to 

another. Therefore, cough caused by COVID-19 has distinct features from those associated with other 

respiratory infections. 

2) Cough manifests as a symptom in the majority (e.g., 67.7% as per [36]) but not all COVID-19 

carriers. However, studies show that coughing is one of the key mechanisms for the social spreading 

of COVID-19 [37]. Droplets containing the virus emitted through cough are the most prolific 

mechanism of spreading the COVID-19 [38].  

Therefore, the use of the cough as a biomarker for COVID-19 infection offers a great potential for 

early diagnosis, which could be applied to the masses if embedded in commodity devices that could 

monitor individuals in a not uncomfortable way. 

This paper presents the author’s contribution along this direction by describing the development of a 

new AI algorithm and the design of a related consumer smart device, helping for the massive, real-

time diagnosis of COVID-19.  The new algorithm has been developed according to the author’s paper 

[1] by using a highly optimized TinyML (Tiny Machine Learning) model [39] and has been trained 

with a significance dataset of cough sounds obtained bringing together the best-known and valuable 

public accessible datasets. The design was carried out using the "Edge Impulse" platform, very useful 

for quickly and easily developing and implementing AI algorithms on a wide variety of devices such 

as smartphones, microcontroller-base ES (Embedded Systems), minicomputers, personal computers. 

In this project they have been used a smartphone, the Portenta H7 board, both with an external 

microphone and with the vision shield (which has an embedded microphone), and the Arduino Nano 

33 Ble Sense board, which has an embedded microphone. Obviously, the goal of the project is not to 

replace the existing clinical chemical testing and instrumental diagnosis methodologies but to 

supplement them with a cost effective, fast, and simpler tool, useful for a massive real-time first 

screening. 

In Section II, it is proposed just a reminder about the AI method and algorithm used, deeply detailed 

in [1]. In Section III it is described the development environment, “Edge Impulse” or TinyML [39]. In 

Section IV it is described the procedure to obtain the AI model for COVID-19 cough detection, the 

performance of the model and the design of microcontroller-based ES implementing the developed AI 

model. Conclusions and final remarks are in Section V.  
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II. AI METHODS FOR BIOLOGICAL SOUNDS CLASSIFICATION 

AI refers to a method of data analysis inspired by the way the human brain works and which takes the 

form of different computational models or algorithms, known as artificial neural networks (ANN) and 

convolutional neural networks (CNN) [40], which are extremely useful in many fields. An ANN can 

learn from data so it can be trained to recognize patterns, classify data, and calculate ("predict") future 

events based on what it has learned. 

The operations performed by the AI are data analysis, identification and quantification of elements 

characterizing such data (process known as feature extraction) and data classification or assignment of 

a specific category to which they belong. To this aim it is fundamental the process known as model 

training, in which the AI model “learns” to assign a certain type and value of features to a certain 

category of membership (label or class). The training process requires a lot of data to improve the 

classification accuracy and AI performances. In fact, AI provides answers that are not true absolutely 

but with a level of "confidence", that is, with a certain probability. 

This method is now in common use in speech recognition, implemented in the well-known voice 

assistants [41, 42], and applies very well to the classification of images or the automatic recognition 

of objects because each class of objects has very specific characteristics. The ANN has a layered 

structure resembling the structure of the network of neurons in the brain, with layers of connected 

nodes. ANNs that operate on two or three layers of connected neurons are known as surface neural 

networks. In contrast, deep networks, known as Deep Learning (DL) networks, can have many layers, 

even hundreds. Both are Machine Learning (ML) techniques that learn directly from the input [43-45]. 

The DL is particularly suitable for complex applications such as facial recognition, text translation, 

speech recognition, advanced driver assistance systems and so on [46-48]. 

A ML workflow to classify objects starts with a process of features extraction from images (that can 

be frames from a video in real time, also). The features to be extracted must be explicitly indicated. 

These are then organized in a dataset and used to create a model that categorizes the objects in the 

image. 

With a DL workflow, on the contrary, the significant features are automatically identified and extracted 

from the images, with considerable advantage because a preliminary phase of identification and 

validation of the same by the operator is not required. In addition, the DL performs end-to-end learning, 

in which a network automatically learns how to process raw data and how to perform a classification 

activity. 

A key advantage of the DL is the ability to improve performance as the amount of data provided for 

training increases [49-55]. Therefore, it is possible to carry out objects’ recognition through DL and/or 

ML within an image, performing the extraction of characteristics or features automatically (with the 

DL) or manually (with the ML), and then performing the recognition i.e., the classification.  For this 

procedure to be applied to biological sounds, they must be transformed into images. 

To produce a reliable diagnosis of COVID-19 from cough sounds transformed into images, as 

demonstrated in [1], the DL is the best approach because of the automatism with which the features 

are identified and extracted. The methods and the relevant processing steps to reliably transform 

biological sounds in images has been detailed in [1]. As just a reminder, in summary the methods are:  

• Mel spectrogram [56]  

• Image from Mel spectrogram coefficients (MFCC) [57] 

• Gammatone spectrogram [58]  

• Image from gammatone spectrogram coefficients (GTCC) [59] 
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• Scalogram by wavelet transform [60] 

• Image from wavelets coefficients (CWT) [61]. 

These techniques for the transformation of audio signals into images are in some respects similar to 

each other, as they indicate different modes of time-frequency representation of an audio signal; 

however, they have differences that recommend a specific field of application for each [1]. 

The Mel spectrogram and its MFCC coefficients are among the most used techniques because they are 

sized on the basis of human hearing sensitivity. However, they have limitations related to the low 

efficiency of Mel filters in eliminating additive noise, especially that present in speech audio signals 

and therefore in speech recognition applications; the problem is less important when it comes to 

biological signals such as heart tones and the respiratory signal. 

The problem of noise in speech processing applications can be solved by resorting to the Gammatone 

spectrogram and its GTCC coefficients, which better reproduce the behavior of the human cochlea 

membrane, including filtering the frequencies where the additive noise is mainly located. 

The GTCC and the related Gammatone spectrogram are therefore more suitable for vocal identification 

and recognition, while the MFCC and its Mel spectrogram are preferred for classifying generic but 

low noisy signal (heartbeats, heart tones and biological signals in general), or any audio signal with a 

high SNR (Signal-to-Noise Ratio), which behavior as time varies is well defined and the sampling is 

easier. Moreover, for heart and respiratory sounds it must be considered that the additive noise is 

attenuated because they are acquired with dedicated low noise hardware. For the cough sound the SNR 

is particularly high due to the intensity of the sound. 

The other technique considered is that relating to the scalogram and its wavelets coefficients, through 

which it is possible to have a good compromise between resolution over time and frequency. The 

wavelet analysis, in fact, allows to process information with better resolution than other techniques as 

the analysis time window is not fixed and allows to better capture audio signals with long time intervals 

at low frequencies and very short time intervals but with high frequencies. This technique, therefore, 

seems particularly suitable for the classification of respiratory signals acquired by a sthetoscope where, 

especially if pathological, sounds that overlap the vesicular murmur are detected, of short duration and 

at high or prolonged frequencies and at lower frequencies, such as whezees and crackles. 

The images obtained with each of these 6 methods of transformation of audio signals into images 

previously described can be classified through DL algorithms. Therefore, the 6 methods described 

were implemented and compared by the author in [1] in order to establish which could be the most 

suitable for the classification of the signal produced by the cough from COVID-19 distinguishing it 

from the cough caused by other pathologies and that from the not pathological shot of cough and from 

the environmental strong noise. 

In has been concluded in [1] that the Mel spectrogram and the MFCC coefficients are the most 

suitable methods. Therefore, the project described in this paper has been carried out according to these 

conclusions.  

III. AI MODELS IMPLEMENTATION: EDGE IMPULSE PLATFORM 

AI models can be implemented on PCs and/or smartphones but also on microcontrollers. The ML 

models suitable for implementation on microcontrollers are often called EML (Embedded ML) [62] 

or TinyML. “Edge Impulse” is a free (within certain limits), powerful, cloud-based platform for 

building AI models for microcontrollers that combines two popular techniques: AutoML and TinyML 

[39]. 
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AutoML is an ML library for embedded applications. It provides a powerful model generator that can 

be run with minimal configuration and code. It works with any dataset and produces quality results in 

real time. 

TinyML is a technique that integrates reduced and optimized ML applications that require "full-stack" 

solutions (hardware, system, software and applications). It can be implemented in low power 

consumption systems, such as sensors or microcontrollers, to perform automated tasks. Traditional 

ML models cannot be deployed on these devices. With TinyML, models are converted and optimized 

to work on the microcontroller. It allows to develop ML models and deploy them on various 

microcontroller-boards as Arduino Nano 33 BLE Sense [63], Portenta H7 [64], Raspberry Pi 4 [65], 

mobile phones [66]. 

Another powerful AI framework is TensorFlow Lite [67] powered by Google and often used with 

Google Colab to make quite easy the implementation of scripts in Python language. AutoML library 

is TensorFlow Lite-based. Also, Matlab environment provides a powerful tool (Matlab Coder) to 

deploy AI models directly from Matlab/Simulink to hardware [54, 55]. To this aim, it is also necessary 

to install the appropriate hardware support packages.  

In this project, as development environment, it has been used the “Edge Impulse” platform that 

manages the entire pipeline from data acquisition to model deployment [39]. The development and the 

deployment of AI models require to acquire data, preprocess and organize them in a dataset. Finally, 

the dataset is used to train a neural network, an AI model. Once the model has been trained and 

evaluated for accuracy and precision (tested), is deployed in hardware.  

To run in microcontroller-based ES, the model is also previously converted and compressed. “Edge 

Impulse” offers a complete workflow from the AI model development to its deployment in a wide 

variety of compatible hardware e does not require writing code, having a very efficient GUI (Graphycal 

User Interface). Therefore, it is possible to create a neural network without writing any code because 

of the GUI makes easy to navigate and edit model parameters. It allows also to generate templates 

from existing TensorFlow or Keras samples in the cloud. 

“Edge Impulse” provides tools that can run in Windows or macOS to collect data from sensors and 

feed it into the cloud-based platform. Depending on the data format, such as time series, audio and 

video, it is possible to choose appropriate neural network architectures and optimization techniques to 

train the custom AI model, named the “Impulse”. “Edge Impulse” leverages the infrastructure, 

frameworks and tools typically used by experienced data scientists and ML engineers. It leverages 

parallelization for data processing and dataset sampling. It uses TensorFlow to build and train neural 

networks supported by powerful AI accelerators such as GPUs, and TensorFlow Lite to convert the 

model to be run on a microcontroller, building ES independent on external services.  

Finally, “Edge Impulse” converts the model, optimizes it, and generates the necessary files to deploy 

it directly to a device selected in a wide range of compatible devices and development boards, as in 

the list on the platform web site [39]. The platform in the deployment step creates ready-to-use binary 

files including the AI model and provides libraries with examples code with the firmware customized. 

The whole workflow on the “Edge Impulse” platform is described in detail, step by step, in the 

following section. 

IV. AI MODEL DEVELOPMENT AND DEPLOYMENT ON EDGE IMPULSE 

First of all, it needs to create a free account on the “Edge Impulse” web site [39] and, after logging in, 

create a new project and give it a name by clicking on the title. Then, the data type to be processed 

have to be chosen among: accelerometer data, audio, images, something else. 
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The whole workflow is carried out by following the dashboard, shown in figure 1, located at the left 

side of the screen. 

 

Fig. 1. Dashboard of the Edge Impulse workflow 

The next step consists in collecting the data suitable for the AI model training and testing, whose 

classification must be well known. The “Edge Impulse” platform supports different modes for data 

acquisition, i.e.: 

• By connecting a development board among those supported, equipped with sensors suitable for 

data acquisition 

• Via a mobile phone and its embedded sensors  

• Using a personal computer 

• From a development board via the Data Fowarder 

• Uploading (importing) an existing dataset 

• Through the cloud 

To properly organize the dataset, before starting the acquisition, it needs to create a label for each class 

to be distinguished. To classify between COVID and non-COVID cough it is necessary to create two 

labels, for example “positive” (label for COVID cough) and “negative” (label for non-COVID cough 

or simply environmental noise). The easiest and most immediate way to get started with data 

acquisition, is using a smartphone which collects audio samples and add them to the dataset. The steps 

are detailed in [66]. 

Collecting audio data directly from a microcontroller-board is also a very useful option. The main steps 

are: 

- connect the board to a personal computer by a USB cable 
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- update the firmware: 

I. Download the latest “Edge Impulse” firmware from [68], and unzip the file; 

II. Open the flash script for the used operating system (flash_windows.bat, flash_mac.command 

or flash_linux.sh) to flash the firmware; 

III. Wait until flashing is complete, and press once the RESET button on the board to launch the 

new firmware. 

- Set keys: from a command prompt run the command: 

edge-impulse-daemon 

This will start a wizard which will ask to log in, and choose an “Edge Impulse” project. To switch 

projects, if wanted, run the command with --clean. Alternatively, Google Chrome and Microsoft Edge 

can collect data directly from the development board, without the need for the Edge Impulse CLI [69]. 

Verify that the device is connected to “Edge Impulse” by clicking on “Devices” in the dashboard: the 

device will be listed. 

Once the device (board) is connected, data samples are collected just like with the smartphone. 

The samples of the dataset are visible on the “Data acquisition” page, as in figure 2, accessible always 

by clicking on the dashboard proper button. Moreover, by clicking on a sample, it appears what the 

sample looks like and is possible to hear the audio by clicking on the play button below each graph. 

To accomplish the goals of this project, it has been built a wide database by merging together 3 

important databases [20], [28] and [70]. Then, the dataset has been uploaded through the “Upload data” 

option in figure 4. 

 

 

Fig. 2. Data acquisition section of the edge impulse platform 
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The dataset is automatically splitted into two subsets: the training set and the testing set (respectively 

75% and 25% of the dataset but these percentages can be modified, if wanted). 

The next step consists in creating the custom AI model. Therefore, needs to select signal processing 

and machine learning blocks on the “Create impulse” page. The model will start out blank, with Raw 

data and Output feature blocks. The default settings of a 1000 ms Window size and 500 ms Window 

increase can be leaved. This means the acquired audio data will be processed 1 s at a time, starting 

each 0.5 s. Using a small window saves memory on the embedded device, but needs sample data 

without large breaks in between them. 

The impulse main settings are shown in figure 3 

 

Fig. 3. Impulse (AI model) parameters 

The next step is to create the signal processing chain, useful to prepare the data for the AI model 

training and testing, by clicking on ‘Add a processing block’ and, according to [1], selecting the Audio 

(MFCC) block. Moreover, needs clicking on ‘Add a learning block’ and selecting the Neural Network 

(Keras) block. This step ends by clicking on ‘Save Impulse’. 

The audio block will calculate the MFCC for each windowed audio, and the neural network block will 

be trained to classify the spectrogram as either a ‘covid cough (positive)’ or ‘non-covid cough 

(negative)’ based on the training dataset.  

The next step is the features extraction from the training dataset on the MFCC page, required to train 

the neural network and to create the AI classifier. The MFCC page (see figure 4) shows what the 

extracted Mel spectrogram looks like for each 1 second window from any of the dataset samples. We 

can leave the parameters to their defaults. 
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Next, by clicking on the ‘Generate features’ button the entire training dataset is processed with the 

designed processing chain, and is created the set of the features that will be used to train the Neural 

Network. 

 

Fig. 4. Edge Impulse platform screen after features have been extracted 

The next step is to setup and train the neural network, by clicking on to “NN Classifier” in the 

dashboard in figure 1.  

The default neural network works well for continuous sounds like water running. Cough detection is 

a more complicated task, so it needs configure a richer network using 2D convolution across the 

spectrogram of each window. 2D convolution processes the audio spectrogram in a similar way to 

image classification. To customize the neural network, it needs to press the upper right corner of the 

‘Neural Network settings’ section, and to select ‘Switch to Keras (expert) mode’. In figure 5 are shown 

the settings and the code suitable for our purposes, according to author’s previous results in [1]. 

Having the dataset and being the features and the neural network  properly designed, next steps are to 

train and test the network, to build the AI model and to deploy it in hardware. 

To train and test the model, it is used the dataset previously acquired and splitted into train and test 

partitions. 

By clicking on to “Start training” button below the neural network architecture, the training is 

performed and, at the end of the process, the platform shows the results in terms of accuracy, as in 

figure 6. It is worth of notice that the accuracy in this project is very satisfactory, as expected from 

results in [1]. 
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Fig. 5. Neural network settings and architecture 
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Fig. 6. Training output 

Subsequently, is performed also the test of the trained model. Results are in figure 7. The testing 

accuracy is very good, also. 

For further tests, in the “Edge Impulse” platform is available the “Live classification” option, as shown 

in the dashboard in figure 3, that allows to test the developed AI model also by streaming audio data 

from any supported board and smartphone. 

In order to perform the live classification by a smartphone, it needs to open the “Edge Impulse” 

browser page (or to refresh that page if it has been opened earlier to acquire the dataset). Subsequently, 

by pressing the ‘Switch to classification mode’ button will automatically build the project into a 

WebAssembly package and execute it on the smartphone continuously. 

The connection of the smartphone to the project is made easy by a QR code generated by the “Edge 

Impulse” platform, as previously explained. 

Having properly tested and validated the AI model, the final step is the deployment in hardware, 

performed by clicking on to “Deployment” in the dashboard (see figure 1).  

The platform shows a lot of possible choices. By selecting the ‘Arduino Nano 33 BLE Sense’ under 

‘Build firmware’ and, then, by clicking ‘Build’, will build a complete firmware for the Nano BLE 

Sense including the developed AI model.  

Following the instructions provided on the screen it is easy to flash the Arduino board with the binary 

programming file containing the AI model (classificator). 
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The same deployment can be performed on another board, for example on the very performing Portenta 

H7. 

 

 

 

Fig. 7. Testing output 

Alternatively, it is possible to choice the generic option “Arduino”, and then the platform builds a 

library in a .zip format ready to be uploaded in the Arduino IDE.  

The library returned contains the AI developed model and also the example sketches useful to 

implement the AI model into the arduino boards, specifically into the Nano 33 Ble Sense and into the 

Portenta H7 boards. 

V. RESULTS 

In this work, the model has been deployed in a smartphone, as already shown, and in Arduino boards, 

Nano 33 BLE Sense and Portenta H7. The Portenta H7 has been used both with an external microphone 

as using the vision shield with its integrated microphone. 

Once the board is flashed, by the serial monitor of the Arduino IDE it is possible to see on the PC 

screen the results of the real time classification of the cough, as shown in figure 8. 
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Fig. 8. Real time classification of a positive (covid) and negative (non-covid) cough performed by 

the Arduino Nano 33 BLE Sense board and printed on the screen of a PC by the serial monitor tool 

of the Arduino IDE 

In figure 9 is shown the PortentaH7 board with an external microphone and in figure 10 the same board 

equipped with the vision shield, which embedded microphone is used to acquire the cough sounds to 

be classified. 

The classification results printed on the Arduino IDE serial monitor are in figure 11. They are almost 

the same with both microphones. 

 

Fig. 9. Portenta H7 board with the external microphone 
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Fig. 10. PortentaH7 board with the vision shield 

 

Fig. 11. Cough classification example by Portenta H7 board 
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The classifications performed are all accurate, according to the model testing results. 

VI. CONCLUSIONS AND FUTURE DEVELOPMENTS 

The project proposed in this work aims to demonstrate how is it possible to design a consumer device 

implementing an AI model for cough sound classification, suitable as an auxiliary tool for one of the 

most important goals of the COVID-19 treatment and prevention, namely the early diagnosis of the 

infection to avoid a massive infection.  

The author has taken into account other recent studies that demonstrate the usefulness of cough 

sound in diagnosing COVID infection. The author also refers to its previous paper, which shows that 

AI methods are especially suitable for cough classification. Additionally, the author used valuable 

public domain COVID-cough databases and the efficient "Edge Impulse" platform to develop an AI 

model that accurately classifies cough sounds. The author, therefore, has successfully deployed this 

model on smartphones and microcontroller-based embedded systems, which makes it possible to 

quickly and easily develop consumer devices with potential applications. 

The AI model reliability is demonstrated but it is very important to frequently update the model by 

training it using larger and larger database of cough to obtain classification confidence levels that are 

as high as possible, tending to 100%. Moreover, continuously updating the database to train the AI 

model, allows to take into account the variants of the COVID-19 that are frequently detected. 

In order to improve the AI model, it will be very useful also to collect also and correlate each other 

voice sounds and breath sounds, together with cough sounds. In fact, vocal patterns, alongside 

breathing and cough, could give useful additional features for classification.  

The obtained results are encouraging but surely they are not as solid as would be necessary to constitute 

a standalone screening tool even if, perhaps, in a near future, may be. Therefore, the results obtained 

in this paper only scratch the surface of the potential of the usefulness of the consumer devices that 

can be designed using the described workflow. Morevoer, if the classifier is further updated to more 

cough sound classes, may be possible reliably and accurately to distinguish among cough sounds in 

COVID-19 and cough sounds from asthma and other non-covid cough deseases. 
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